Electrodipping Force Acting on Solid Particles at a Fluid Interface
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We report experimental results which show that the interfacial deformation around glass particles (radius, 200–300 μm) at an oil–water (or air–water) interface is dominated by an electric force, rather than by gravity. It turns out that this force, called for brevity “electrodipping,” is independent of the electrolyte concentration in the water phase. The force is greater for oil–water than for air–water interfaces. Under our experimental conditions, it is due to charges at the particle–oil (rather than particle–water) boundary. The derived theoretical expressions, and the experiment, indicate that this electric force pushes the particles into water. To compute exactly the electric stresses, we solved numerically the electrostatic boundary problem, which reduces to a set of differential equations. Convenient analytical expressions are also derived. Both the experimental and the calculated meniscus profile, which are in excellent agreement, exhibit a logarithmic dependence at long distances. This gives rise to a long-range electric-field-induced capillary attraction between the particles, detected by other authors. Deviation from the logarithmic dependence is observed at short distances from the particle surface due to the electric pressure difference across the meniscus. Kralchevsky et al. give rise to an additional short-range contribution to the capillary interaction between two floating particles. The above conclusions are valid for either planar or spherical fluid interfaces, including emulsion drops. The electrodipping force, and the related long-range capillary attraction, can engender two-dimensional aggregation and self-assembly of colloidal particles. These effects could have implications for colloid science and the development of new materials.

1. Introduction

The weight of a particle attached to a fluid interface creates interfacial deformation (Figure 1). If the distortions around two such particles overlap, the latter experience a strong capillary attraction that forces them to aggregate. Interfacial deformations appear also when particles are captured in a thin film of a thickness smaller than their diameter. The resulting capillary forces have been found to cause self-assembly and aggregation of particles of various sizes, including viruses and protein macromolecules. In general, the magnitude of the interfacial deformation, characterized by the slope angle, ψ, is determined from the condition 2πɛγ sin ψ = F, that is, the surface tension force exactly counterbalances the applied normal external force, F; γ is the interfacial tension (see Figure 1 for the other notation).

If the normal force is due to gravity, then F ∝ R³ (R = particle radius), and the magnitude of the surface distortion decreases fast with the diminishment of particle size. Typically, for R < 10 μm, the deformation is so small that the energy of the gravity-driven capillary attraction becomes negligible. However, as suggested by Nikolaides et al., for such small particles (including nanoparticles), the normal force, F, could be of electric (rather than gravitational) origin, and then, interfacial distortions and lateral capillary forces will appear, as in the case of bigger heavy particles.

Long-range attractive forces between micrometer-sized particles at a fluid interface were experimentally detected and attributed to capillary interaction, which originates from interfacial distortions created by the particle electric field. The latter explanation was called into question on the argument that the pressure difference, produced by the electric stresses, engenders a distortion and

Figure 1. Sketch of a particle at the interface between water and a nonpolar fluid (oil, air, etc.). γ is the interfacial tension; R and r are the radii of the particle and the triple-phase contact line; a and φ are the normal and the contact angle; ψ is the meniscus slope angle at the contact line; F is a normal force acting on the particle, which can be of electric or gravitational origin (weight and buoyancy); and z = c(r) describes the meniscus profile.
capillary force of much shorter range than necessary to explain the data reported in ref 8.

Our purpose here is to verify experimentally whether the electric field around a charged particle at a fluid interface can really cause a significant interfacial deformation and to investigate whether the latter deformation is sufficiently long-ranged to cause the experimentally detected attractive force.8 We established that the electric-field-induced deformation could be observed with larger particles, say R \approx 200 – 300 \mu m, for which the meniscus profile can be directly investigated by optical microscope.

The paper is organized as follows. In section 2, we describe the experiment and present data for the deformation caused by glass spheres at oil–water and air–water interfaces. Next, we discuss the experimental data, the theoretical predictions about the meniscus shape, and the related lateral capillary force between two particles. In the subsequent three sections, we develop theoretical approaches which allow one to calculate the electric forces acting on the three interfaces in the considered system: particle–water, particle–oil, and water–oil. The results are valid for any dielectric solid particle (not necessarily glass) and for any nonpolar fluid (not necessarily oil).

The obtained experimental results provide direct proof for the existence of strong normal electric forces experienced by charged solid particles at the water–nonpolar fluid boundary. Next, we compare our data and theoretical analysis in light of the obtained results concerning the long-range (logarithmic) meniscus deformation caused by charged solid particles at the water–oil interface. We discuss the experimental data, theoretical predictions about the meniscus shape, and the related lateral capillary force, which gives explanation to the experimental findings in ref 8. We observed also short-range meniscus deformations due to an electrically induced pressure difference, which had been previously discussed.11,12 These results could have important implications for colloid science, including particle-stabilized Pickering emulsions13 and development of new materials.14–20

2. Experiments and Data Analysis

2.1 Experimental System and Results. In our experiments, the water phase was pure deionized water or an aqueous NaCl solution of concentration C. The oil phase was tetradecane, which has a density of \rho_w = 0.763 g/cm^3, a dielectric constant of \epsilon_w = 2.04, and an interfacial tension against water of \gamma = 52.2 mN/m. The experiments were carried out at 23 °C.

Table 1. Tetradecane–Water Interface: Data for Glass Spheres of Radius R at Various NaCl Concentrations, C

<table>
<thead>
<tr>
<th>C (M)</th>
<th>r_c (\mu m)</th>
<th>\theta (deg)</th>
<th>\psi (deg)</th>
<th>\psi(0) (deg)</th>
<th>F^i (\mu N)</th>
<th>F^e (\mu N)</th>
<th>\alpha (\mu C/m^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>220.65</td>
<td>120.46</td>
<td>13.24</td>
<td>0.7174</td>
<td>0.9602</td>
<td>15.616</td>
<td>69.58</td>
</tr>
<tr>
<td>0.033</td>
<td>266.00</td>
<td>114.88</td>
<td>12.90</td>
<td>0.6946</td>
<td>0.8986</td>
<td>15.590</td>
<td>70.91</td>
</tr>
<tr>
<td>0.100</td>
<td>236.98</td>
<td>112.23</td>
<td>12.28</td>
<td>0.7461</td>
<td>1.0121</td>
<td>15.672</td>
<td>71.12</td>
</tr>
</tbody>
</table>

Table 2. Air–Water Interface: Data for Glass Spheres of Radius R at Various NaCl Concentrations, C

<table>
<thead>
<tr>
<th>C (M)</th>
<th>r_c (\mu m)</th>
<th>\theta (deg)</th>
<th>\psi (deg)</th>
<th>\psi(0) (deg)</th>
<th>F^i (\mu N)</th>
<th>F^e (\mu N)</th>
<th>\alpha (\mu C/m^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>207.73</td>
<td>119.08</td>
<td>2.385</td>
<td>0.7643</td>
<td>1.2570</td>
<td>2.6337</td>
<td>25.60</td>
</tr>
<tr>
<td>0.008</td>
<td>206.54</td>
<td>120.63</td>
<td>2.77</td>
<td>0.7785</td>
<td>1.2638</td>
<td>2.7574</td>
<td>26.06</td>
</tr>
<tr>
<td>0.045</td>
<td>203.20</td>
<td>122.34</td>
<td>13.54</td>
<td>0.6253</td>
<td>1.0763</td>
<td>15.858</td>
<td>69.87</td>
</tr>
</tbody>
</table>

(20) Truskett, V. N.; Stebe, K. J. Langmuir 2003, 19, 8271.
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30% H2O2

Before the experiments, the glass cell was subjected to the following cleaning procedure. First, the cell was rinsed by ethanol. Then, it was kept for 5 min in boiling deionized water. After cooling, the cell was filled with a 1:1.5 mixture of 25% NH3 + 30% H2O2 + H2O and heated in a water bath for 25 min at 60-80 °C. The same procedure was then repeated but with 25% HCl solution instead of the 25% NH3 solution. Finally, the cell was rinsed again with deionized water and dried for 2 h at 30 °C.

The observations were carried out by means of a horizontal microscope, equipped with a long-focus objective and connected to a monitor and video-recording system. In the absence of the particle, a horizontal interface was seen. After inserting the particle, we observed deformations of the interface (deviations from planarity), as in the photo in Figure 2.

By computer image analysis of the video frames, like that in Figure 2, we measured directly the particle radius, R, the contact-line radius, rc, and the meniscus slope angle at the contact line, ψ (see the data in Tables 1 and 2). The value of each parameter is an average of at least 10 measurements. The measurements were accurate and reproducible; the standard error of mean was typically on the order of 0.1% for R and rc, while the absolute error of the angle ψ was not greater than 0.2°. From the measured parameters, we calculated the contact angle: θ = ψ + α, where α is a central angle and α = arcsin(rc/R); see Figure 1. (As the arccosine is a two-valued function, one should keep in mind whether the angle α is acute or obtuse.)

In some experiments, after the particle was placed at the interface, by micropipet we added small consecutive portions of concentrated NaCl solution to increase the ionic strength, C, of the aqueous phase. The purpose was to check whether C influences the angle ψ. The addition of NaCl slightly disturbs the interface, which leads to some small scattering of the values of rc, ψ, and θ, obtained for the same particle (the same R) at different steps of this procedure (at different C); see Tables 1 and 2. This data scattering could be attributed to a small contact angle hysteresis, rather than to a systematic effect of C.

Tables 1 and 2 show the obtained results for a number of glass spheres (identified by their radius, R) at the tetradecane–water and air–water boundaries. The information in each row is extracted from a photo, like that in Figure 2. From the measured R, rc, and ψ values, we further calculate other parameters of the system, such as the gravitational and electric forces acting on the particle, F_{el} and F_{grav}, the surface electric charge density, ε_{sfn}, at the particle–nonpolar fluid (oil, air, etc.) boundary, etc.; the obtained values are also given in Tables 1 and 2. The next subsection explains how the latter parameters have been determined.

2.2. Parameters Calculated from the Experimental Data.

The gravity force, F_{grav}, is equal to the difference between the particle weight and the buoyancy (Archimedes) force. For a sphere at a fluid interface, we have (see, e.g., eq 32 in ref 21)

$$F_{grav} = (\rho_p - \rho_w)gV_w - (\rho_w - \rho_m)\sigma_c R h$$

(2.1)

where, as usual, \(\rho_p, \rho_w, \) and \(\rho_m\) are the mass densities of the particle, water, and nonpolar fluid (oil, air, etc.); \(V_w\) and \(V_m\) are the portions of the particle volume immersed, respectively, in water and in the nonpolar fluid; and \(h\) is the vertical distance between the plane of the contact line and the plane of the horizontal fluid interface far from the particle. Geometrical considerations give

$$V_w = \left(\frac{4}{3}\pi R^3 - \frac{2}{3} \pi R^3 \left(2 + 3 \cos\alpha - \cos^3\alpha\right)\right)$$

and

$$V_m = \left(\frac{4}{3}\pi R^3 - \frac{2}{3} \pi R^3 \left(2 + 3 \cos\alpha - \cos^3\alpha\right)\right)$$

Although the term with \(h\) in eq 2.1 is usually negligible, it was taken into account in our computations, where the Derjaguin formula\(^2\) was used:

$$h = -r_c \sin\psi \ln\left[\frac{\alpha}{\alpha + 1}\cosh\psi + \sinh\psi + 1\right]$$

(2.2)

Here, \(\Delta \rho = \rho_p - \rho_w; \gamma = 1.781072418...\) is the Euler–Mascheroni constant. The Derjaguin formula is valid for \((\alpha, \gamma) \approx 1\), which is fulfilled for our particles (200 μm < R < 300 μm). From the calculated \(F_{grav}\) value, we can determine how large the meniscus slope angle would be at the contact line if only \(F_{grav}\) were acting on the particle:

$$\sin\psi_{grav} = F_{grav}/(2\pi\gamma r_c)$$

(2.4)

In Tables 1 and 2, the values of \(\psi_{grav}\), calculated from the latter equation, are compared with the experimental angle \(\psi\), measured directly from the photos. For the tetradecane–water interface (Table 1), the experimental \(\psi\) angle is much greater than the calculated \(\psi_{grav}\) angle. This is the biggest and most important effect reported in the present study, which indicates that the gravitational force, alone, cannot explain the observed deformation of the fluid interface around the particle. The same effect, although of smaller magnitude, is observed for the air–water interface (Table 2); the difference between \(\psi\) and \(\psi_{grav}\) is smaller but systematic.

It is natural to hypothesize that the difference between \(\psi\) and \(\psi_{grav}\) is due to an electric force, \(F_{el}\), that pushes the particles into water. \(F_{el}\) can be calculated from the balance of forces exerted on the particle:

$$F_{el} = 2\pi\gamma\sin\psi - F_{grav}$$

(2.5)

The values of \(F_{el}\), calculated from eq 2.5, are given in Tables 1 and 2. It is interesting to note, that the obtained values of \(F_{el}\) are insensitive to the NaCl concentration in water. C. To illustrate this, in Figure 3, we have plotted the data for the first particle in Table 1 (with R = 240.6 μm). In the same figure, we compare


the values of $F^{(d)}$ and $F^{(g)}$ for this particle. The independence of $F^{(d)}$ from $C$ indicates that $F^{(d)}$ is caused by charges, of density $\sigma_{pn}$, at the oil–water (or air–water) interface. The existence of such surface charges has been identified as the reason for the observed strong lateral repulsion between colloidal particles at an oil–water interface.\(^{(23)}\)\(^{(24)}\) We proved our hypothesis, that the found difference between $\psi$ and $\psi^{(d)}$ is due to an electric force engendered by $\sigma_{pn}$ in the following way. From the values of $F^{(d)}$ (Tables 1 and 2), we first calculated $\sigma_{pn}$; see the last columns of Tables 1 and 2. Then, using the determined $\sigma_{pn}$ value, we computed the electric pressure, $p_{el}$, exerted at the oil–water interface in the vicinity of the particle. Further, taking into account the effect of $p_{el}$, we solved the Laplace equation of capillarity and determined the meniscus shape around the particle, $z = z(r)$, which is seen in the experimental video frames. The computed $z(r)$ curve compares excellently with the experimental points; see the inset in Figure 2; there are no adjustable parameters. In particular, the meniscus deviates from the In(r) dependence close to the particle surface (inset of Figure 2) due to the effect of $p_{el}$ (details in sections 3.5 and 6.1 below). This perfect agreement between theory and experiment proves our hypothesis about the existence of $F^{(d)}$ and its origin. The realization of this program demanded considerable theoretical work, which is described in the rest of this paper.

Before continuing with the theory, let us note that the values of $\sigma_{pn}$, calculated from $F^{(d)}$ (Tables 1 and 2), are practically the same for all investigated particles and NaCl concentrations. The average values are $\sigma_{pn} = 25.7 \pm 0.8 \mu C/m^2$ for the glass–air interface and $\sigma_{pn} = 70.4 \pm 0.7 \mu C/m^2$ for the glass–tetradecan interface. The latter value is close to the value $\sigma_{pn} \approx 80 \mu C/m^2$ reported\(^{(24)}\) for the silanized silica–hydrocarbon boundary.

Our experiments showed that the effect of $F^{(d)}$ is present not only for tetradecan but also for other liquid hydrocarbons, including dodecane, xylene, and triglycerides.

### 3. Theoretical Background

#### 3.1. Electric Force at the Particle–Water Interface

Let us consider a charged spherical particle in the bulk of an aqueous solution. At equilibrium, the tangential and normal components of the pressure tensor (with respect to the surface of the colloidal sphere), $P_T$ and $P_N$, obey the relationship\(^{(25)}\)

$$\frac{dP_N}{dr} = \frac{2}{r}(P_T(r) - P_N(r))$$  \hspace{1cm} (3.1)$$

where $r$ is the radial coordinate. Substituting in eq 3.1 available expressions for $P_T$ and $P_N$ for an electric double layer,\(^{(6,26)}\) one can check that $dP_N/dr > 0$ (details in section 4). In other words, the normal pressure close to the particle surface, $P_N(R)$, is lower than the bulk pressure, $P_N(\infty)$. In the case of a particle at an oil–water interface (Figure 1), the derived pressure difference, $\Delta P_N = P_N(\infty) - P_N(R)$, is exerted on the portion of the particle surface which is immersed in water. This leads to a normal force, $F^{(w)} = \pi R^2 \Delta P_N$, which pulls the particle into the aqueous phase. When the thickness of the electric double layer, $\kappa^{-1}$, is much smaller than the particle radius ($\kappa R \gg 1$), we derive (section 4)

$$F^{(w)} = \frac{\pi R^2 D}{\kappa R}$$  \hspace{1cm} (3.2)$$

where $\kappa$ is independent of $R$, $\kappa$ is the Boltzmann constant, $T$ is the temperature, $\kappa$ is the Debye screening parameter and $\kappa^2 = (2eC/\varepsilon_0e\kappa R5)$, $e$ is the elementary charge, $\varepsilon_0$ is the dielectric permittivity of vacuum, $\varepsilon_\infty$ is the dielectric constant of water, and $\sigma_{pn}$ is the electric charge density at the particle–water boundary.

To estimate $F^{(w)}$ for the particle in Figure 3 ($R = 240.6 \mu m$, $R = 236 \mu m$), let us take a typical experimental value, $\sigma_{pn} = 1780 \mu C/m^2$ (90 nm\(^2\) per surface charge), at the glass–water interface ($C = 0.1 \ mM$, $pH = 5.8$).\(^{(27)}\) From eqs 3.2 and 3.3, we estimate $F^{(w)} = 0.07 \mu N$, which is much smaller than the values of $F^{(d)}$ (in Tables 1 and 2 and in Figure 3), in agreement with the conclusion that in our case $F^{(d)}$ is dominated by the electric force exerted at the particle–oil (rather than particle–water) interface. On the other hand, for the smaller particles in the experiments by Nikolaidis et al.,\(^{(8)}\) $F^{(w)}$ certainly has an essential effect in view of the influence of electrolyte concentration on the particle ordering established in ref 8; see section 3.7 below.

#### 3.2. Electric Force at the Particle–Nonpolar Fluid Interface

Electric charges present at the particle–nonpolar fluid (oil, air, etc.) boundary give rise to an additional contribution to the normal force (details in section 5):

$$F^{(n)} = \sigma_{pn}^2 R^2 (1 - \cos \alpha) f(\alpha, \varepsilon_\infty/\varepsilon_0)$$  \hspace{1cm} (3.4)$$

$F^{(n)}$ (just like $F^{(w)}$) pushes the particles into water; as before, $\sin \alpha = r_0/R$ and $\sigma_{pn}$ is the electric charge density at the particle–nonpolar phase boundary; $\varepsilon_0$ and $\varepsilon_\infty$ are the dielectric constants of the particle and nonpolar fluid; and $f$ is a universal dimensionless function of the ratio $\varepsilon_\infty/\varepsilon_0$ and the angle $\alpha$. The bulk charge density in the nonpolar fluid is zero; therefore, the electrostatic interactions therein are long-ranged and $F^{(n)}$ is sensitive to the geometry of the system, accounted for by the dependence on the angle $\alpha$. (eq 3.4). We computed $f$ (see Figure 4) by solving numerically the respective electrostatic boundary problem. In the Appendix, we present a convenient way to obtain numerical values of the function $f(\alpha, \varepsilon_\infty/\varepsilon_0)$ by polynomial interpolation. Note that eq 3.4 gives the leading term in $F^{(n)}$; the full expression can be found in section 5.
Electrodipping Force Acting on Solid Particles

3.3. The Normal Balance of Forces Exerted on the Particle. This balance reads

\[ 2\pi r \gamma \sin \psi = F = F^{(w)} + F^{(n)} + F^{(g)} \]  

(3.5)

where \( F^{(w)} \) is the contribution of gravity; see eq 2.1. Combining eqs 3.2–3.5, we obtain

\[ \sin \psi = \frac{p \sin \alpha}{2\gamma} + \frac{\sigma_{pf} \beta f}{2\pi \gamma e_{pf}} R + \frac{F^{(g)}}{2\pi \gamma r_c} \]  

(3.6)

where \( \beta = (1 - \cos \alpha) \sin \alpha \). The first term on the right side of eq 3.6, which is independent of \( R \), originates from the electric field in the water phase and depends on the electrolyte concentration, \( C \), through \( \gamma \). The second term, accounting for the electric charges at the particle–oil interface, is independent of \( C \); it grows proportionally to the particle radius, \( R \), and could dominate \( \psi \) for \( R = 200–300 \mu m \), as indicated by our experiments (see Figure 3 and the related discussion). The last, gravitational term in eq 3.6 is proportional to \( R^2 \), and it dominates \( \psi \) for millimeter-sized (and larger) particles. Additional results about the relative importance of \( F^{(w)}, F^{(n)}, \) and \( F^{(g)} \) are given in section 3.7.

3.4. Electric Pressure Difference across the Fluid Interface. As mentioned above, to determine theoretically \( F^{(n)} \) and \( f(\alpha, e_{pf}\gamma) \) (see eq 3.4 and Figure 4), we solved numerically the electrostatic boundary problem (section 5) for the case of a small meniscus slope (sin\( \psi \) \( \approx \) 1) and a thin electric double layer in the aqueous phase (\( \kappa R < 1 \)). Once the numerical solution is obtained, one can calculate also the electric pressure difference across the oil–water (or air–water) interface, \( p_{el} \). We found that the obtained numerical data for \( p_{el}(r) \) can be described, almost perfectly, by the following semiempirical expression (section 6):

\[ p_{el}(r) = -\frac{2\pi r_c}{\pi (r - r_c)} \frac{F^{(el)}}{1 - \eta} \]  

(3.7)

where, as usual, \( r \) is the radial coordinate (Figure 1) and \( 0 < \mu < 1 \). In general, the parameter \( \mu \) depends on the contact angle, \( \theta \), and on the ratio of the two dielectric constants: \( \mu = \mu(\theta, e_{pf}\gamma) \). On the other hand, \( \mu \) is independent of \( \sigma_{pf} \) and \( R \). For example, for the particle in Figure 2, from the fit of the numerical data for \( p_{el}(r) \), we obtained \( \mu = 0.690 \), which, in view of eq 3.8, yields \( \lambda = 0.482 \). Equation 3.7 is applicable for \( 50^\circ \leq \theta \leq 130^\circ \). In the Appendix, we present numerical data for the function \( \mu(\theta, e_{pf}\gamma) \) as well as a convenient way to obtain the values of this function by polynomial interpolation.

For large distances from the particle, the asymptotic form of eq 3.7 reads

\[ p_{el}(r) \approx -\frac{2\pi r_c}{\pi (r - r_c)} \frac{F^{(el)}}{1 - \eta} \]  

(3.9)

This is in agreement with the estimate in ref 8 that asymptotically \( p_{el} \approx 1/r^6 \).

3.5. Particles at the Horizontal Fluid Interface: Meniscus Shape and Capillary Force. The profile of the theoil–water (air–water) interface, \( \zeta(r) \), obeys the Laplace equation of capillarity, which (in the considered case of a small meniscus slope) reduces to\(^2,3,6\)

\[ \frac{1}{r} \frac{d}{dr} \left( r^2 \frac{d\zeta}{dr} \right) = \frac{1}{\gamma} \frac{F_{el}}{\rho} \]  

(3.10)

As before, \( \zeta^2 = \Delta \gamma y \). Note that, in the absence of any particle, the interface is a horizontal plane, thanks to the action of gravity. The terms with \( \zeta^2 \) and \( p_{el} \) in eq 3.10 account, respectively, for the contributions of the gravitational and electric forces to the pressure difference across the fluid interface. Equation 3.10 represents an inhomogeneous modified Bessel equation, whose solution can be expressed in the following general form:\(^28\)

\[ \zeta = I_0(\alpha) \int_{r_c}^{\infty} \frac{P_{el}(r') K_0(\alpha)}{\gamma} r' dr' - K_0(\alpha) \int_{r_c}^{\infty} \frac{P_{el}(r') I_0(\alpha)}{\gamma} r' dr' + AK_0(\alpha) \]  

(3.11)

where \( I_0 \) and \( K_0 \) are the modified Bessel functions of the first and second kind and \( f \) and \( A \) are the integration variable and constant. A boundary condition at the contact line is

\[ \frac{d\zeta}{dr} \approx \sin \psi = F/(2\pi r_c \gamma) \]  

(3.12)

For sufficiently small particles, including our glass spheres (Tables 1 and 2), we have \( (qr)^2 \ll 1 \), and then we can use the asymptotic expressions for \( I_0 \) and \( K_0 \):\(^29,31\)

\[ I_0(\alpha) \approx 1 \quad \text{and} \quad K_0(\alpha) \approx -\ln(\gamma qr/2) \]  

(3.13)

where, as before, \( \gamma \) is the Euler–Mascheroni constant \( [\ln(\gamma) = 0.577...] \). With the help of eqs 3.12 and 3.13, one can represent eq 3.11 in the form.
\[ \zeta = 1 - \frac{\int \frac{dr_2}{r_2} \int \frac{dr_1}{r_1} p_d r_1 \ dr_1 + \frac{F}{2 \pi \gamma} \ln \left( \frac{r_0}{r} \right)}{1 - \frac{F}{2 \pi \gamma} \ln \left( \frac{r_0}{r} \right)} \]  

(3.14)

where \( r_0 \) is a constant and \( r_1 \) and \( r_2 \) are integration variables; \( p_d \) is to be substituted from eq 3.7. An approximate form of eq 3.14 can be obtained if the asymptotic expression, eq 3.9, is substituted for \( p_d \):

\[ \zeta(r) = -\frac{2 F F_{\text{id}}}{\beta} \frac{r^4}{r^4} + \left( \frac{F - \lambda F_{\text{id}}}{2 \pi \gamma} \right) \ln(r/r_0) \]  

(3.15)

For \( \lambda = F/F_{\text{id}} \approx 1 \), eq 3.15 reduces to the respective expression in ref 13.  

For small deformations, eq 3.11 can be expressed in the following general form:  

\[ \gamma \left( \frac{2}{R_0} + \frac{2}{R_0^2} + \frac{v_{2b}^2}{R_0^2} \right) = P_1 - P_2 + p_{el} \]  

(3.19)

where \( P_1 \) and \( P_2 \) are constant (independent of the spatial coordinates) pressures inside and outside the drop and \( p_{el} \) is the same as that in section 3.4. If the effect of electric forces were missing, then \( \zeta = 0 \), \( p_m = 0 \), and eq 3.19 reduces to the familiar Laplace equation.  

Equation 3.19 can be expressed in the following equivalent form:

\[ v_{2b}^2 + q^2 \beta = 2 \Delta H + p_{el} / \gamma \]  

(3.20)

where \( \Delta H = [(P_1 - P_2)/(2\gamma) - 1]/R_0 \) is a constant. For a small particle, the configuration particle/liquid interface looks like that in Figure 1, and one can use the same coordinates, \((r, z)\), as those in the latter figure, to describe the meniscus shape; in such a case, eq 3.20 becomes

\[ \frac{1}{r} \frac{d}{dr} \left( r \frac{d}{dr} \right) + q^2 \beta = \frac{1}{\gamma} p_{el} \]  

(3.21)

where \( \beta = \zeta - 2q^2 \Delta H \). Note that eq 3.21 resembles eq 3.10, with the major difference being that the sign before \( q^2 \) is opposite and that the definitions of \( q \) in the two cases are also different. In analogy with eq 3.11, the solution of eq 3.21 can be expressed in the following general form:

\[ \zeta = \frac{2}{2} Y_0(qr) J_{1}^2 p_{el} f_0(q^2r^2) \ dr - \frac{\pi J_{0}(q \sqrt{p_{el}} Y_0(q^2r^2) \ dr + AY_0(qr) + B J_0(qr)) \ dr}{2} \]  

(3.22)

where \( J_0 \) and \( Y_0 \) are the Bessel functions of the first and second kind and \( A \) and \( B \) are integration constants. The asymptotic expressions for \( J_0 \) and \( Y_0 \) are:

\[ J_n(x) \approx \sqrt{\frac{2}{\pi n!}} \left[ 1 - \frac{1}{4n^2} \right] x^n \]  

(3.3)

\[ Y_n(x) \approx \frac{\sqrt{\pi}}{2} \left[ 1 - \frac{1}{4n^2} \right] x^n \]  

(3.4)

In this respect, eq 3.21 becomes

\[ \frac{1}{r} \frac{d}{dr} \left( r \frac{d}{dr} \right) + q^2 \beta = \frac{1}{\gamma} p_{el} \]  

(3.21)

where \( \beta = \zeta - 2q^2 \Delta H \). Note that eq 3.21 resembles eq 3.10, with the major difference being that the sign before \( q^2 \) is opposite and that the definitions of \( q \) in the two cases are also different. In analogy with eq 3.11, the solution of eq 3.21 can be expressed in the following general form:

\[ \zeta = \frac{2}{2} Y_0(qr) J_{1}^2 p_{el} f_0(q^2r^2) \ dr - \frac{\pi J_{0}(q \sqrt{p_{el}} Y_0(q^2r^2) \ dr + AY_0(qr) + B J_0(qr)) \ dr}{2} \]  

(3.22)

where \( J_0 \) and \( Y_0 \) are the Bessel functions of the first and second kind and \( A \) and \( B \) are integration constants. The asymptotic expressions for \( J_0 \) and \( Y_0 \) are:

\[ J_n(x) \approx \sqrt{\frac{2}{\pi n!}} \left[ 1 - \frac{1}{4n^2} \right] x^n \]  

(3.3)

\[ Y_n(x) \approx \frac{\sqrt{\pi}}{2} \left[ 1 - \frac{1}{4n^2} \right] x^n \]  

(3.4)
that is, the solution of eq 3.10 for negligible Prandtl procedure, yields the inner and outer asymptotics, in accordance with the standard procedure in ref 35, we obtain generalized versions of eqs 3.15 and 3.16 in the form

\[ \zeta = \frac{1}{\gamma} \int_{r_1}^{r_2} r^2 \int_{r_1}^{r_2} \frac{F^{(\text{el})}}{2\pi\gamma} \ln \left( \frac{\gamma r_2}{2} \right) + B \text{ for } \left(\frac{q}{\gamma}\right)^2 \ll 1 \]  

(3.24)

Equation 3.24 can be easily represented in the form of eq 3.14, if the constant \( r_0 \) in the latter equation is redefined to include the multiplier \( \gamma q/2 \) and the additive constants \( B \) and \( 2q^{-1} A H \), the latter coming from the definition of \( \zeta \); see eq 3.21. In other words, eqs 3.14–3.17, and the conclusion drawn from them, are valid also in the case of particles at the surface of a spherical drop. The only consequence of the absence of gravitational force for a spherical drop is that the total normal force becomes identical with the electrodipping force; that is, one has to substitute \( F = F^{(\text{el})} \) everywhere in eqs 3.14–3.17.

**3.7. Numerical Results and Discussion.** The theoretical expressions derived in the present article can be applied to a wide range of particle sizes, not only to the 200–300 \( \mu \)m beads in our experiments (section 2). As an example, let us consider the energy of capillary interaction, \( U(r) \), between two identical particles of radius \( R \), which are attached to a horizontal fluid interface. To obtain numerical results, we have to first determine the additive constant in eqs 3.15 and 3.16, which is related to the term \( \ln(r_0) \). For this purpose, we can apply the method of the matched “inner” and “outer” asymptotic expansions.35 Equation 3.15 represents the inner asymptotics (valid close to the contact line). The outer asymptotics are \( \zeta \propto K_0(qr) \); that is, the solution of eq 3.10 for negligible \( p_d \). Matching the inner and outer asymptotics, in accordance with the Prandtl procedure,35 yields \( r_0 = 2/\gamma(q) \). Further, following the standard procedure in ref 35, we obtain generalized versions of eqs 3.15 and 3.16 in the form of “compound” solution:

\[ \zeta(r) = -\frac{\lambda F^{(\text{el})}}{8\pi\gamma} \left( F - \lambda F^{(\text{el})} \right) + F^{(\text{el})} \frac{K_0(qr)}{2\pi\gamma} \]  

(3.25) \[ U(r) = -\frac{\lambda F^{(\text{el})}}{8\pi\gamma} \left( F - \lambda F^{(\text{el})} \right) K_0(qr) \]  

(3.26)

The additive constant in eq 3.26 is determined in such a way that \( U(r) \to 0 \) for \( r \to \infty \). If the particle has no electric charge, that is, \( F^{(\text{el})} = 0 \), then eq 3.26 reduces to the known expression \( U = [F K_0(qr)]/(2\pi\gamma) \) for the energy of capillary attraction between two floating heavy particles (\( F = F^{(w)} \)). In the limit \( q \ll 1 \), eqs 3.25 and 3.26 reduce, respectively, to eqs 3.15 and 3.16; see also eq 3.13. Here, our aim is to compare the relative contributions in \( U(r) \) of the gravity force, \( F^{(w)} \), of the electric force at the particle—nonpolar fluid boundary, \( F^{(n)} \), and of the electric force at the particle—water boundary, \( F^{(el)} \). To do that, we will use parameter values for the experimental systems in section 2.

Thus, for the central angle, we use typical experimental values, \( \alpha = 102^\circ \) and \( 117^\circ \), respectively, for the oil–water and air–water interfaces. To calculate \( F^{(w)} \) from eq 2.1, we use \( \rho_w = 2.62 \text{ g/cm}^3, \rho_a = 1 \text{ g/cm}^3 \), and \( \rho_n = 0.763 \) for the oil phase. The corresponding dielectric constants are \( \epsilon_0 = 3.97, \epsilon_w = 80.1, \) and \( \epsilon_a = 2.04 \). To calculate \( F^{(n)} \) from eq 3.4, we use average values of the surface charge density from Tables 1 and 2, \( \sigma_{pn} = 70.4 \) and 25.7 \( \mu \text{C/m}^2 \), respectively, for the particle–oil and particle–air interfaces. Finally, to calculate \( F^{(el)} \) from eqs 3.2 and 3.3, we specify \( C = 5 \times 10^{-5} \text{ M} (k = 43.0 \text{ nm}) \) and \( \sigma_{pw} = 1780 \mu \text{C/m}^2 \) (90 nm\(^2\) per surface charge).27 We recall that \( F^{(w)} \propto R^3 \) and \( F^{(n)} \propto R^2 \), while \( F^{(el)} \propto R^0 \).

In Figure 5, we illustrate how the energy of lateral capillary attraction between two identical spherical particles depends on their radius, \( R \). We show plots of \( U(r) \) versus \( R \) calculated by means of eq 3.26. Parts a and b of Figure 5 represent results for the oil–water and air–water interfaces, respectively. The dashed–dotted line is calculated for \( F = F^{(w)} \) and corresponds to the case when the interfacial deformations are due only to the gravitational effect (particle weight and buoyancy force). In this case, for \( R < 6 \mu \text{m} \), the capillary interaction becomes negligible: \(-U/KT < 1\).

The dashed lines in Figure 5a and b are calculated for \( F = F^{(w)} + F^{(n)} \). Physically, this corresponds to larger particles (section 2) or to sufficiently high electrolyte concentrations, \( C \), in the water phase, which lead to a negligible \( F^{(w)} \) value. Now, due to the effect of \( F^{(n)} \), the capillary attraction is considerably stronger than that in the previous case (see the dashed and dashed–dotted lines). The effect of \( F^{(n)} \) is greater for the oil–water interface.
Let us consider a charged sphere in the bulk of an electrolyte solution. Because of the spherical symmetry, we have \( \mathbf{E} = e_i \mathbf{E}_i = -e_i \partial \psi / \partial r \), where \( r \) is the radial coordinate and \( e_i \) is the respective unit vector. Substituting the latter expression in eq 4.1, in view of eq 4.2, one can check that the condition for mechanical equilibrium, \( \nabla \mathbf{P} = 0 \), is equivalent to eq 3.1, gives

\[
\frac{\partial^2 \psi}{\partial r^2} + \frac{2}{r} \frac{\partial \psi}{\partial r} = -\frac{4\pi}{\varepsilon_w} \sum Z_\varepsilon_i a_i \exp \left( -\frac{Z_\varepsilon_i \psi}{kT} \right)
\]

which is a form of the Poisson–Boltzmann equation. From eq 4.1, the following expressions for the normal and tangential components of the pressure tensor follow:

\[
P_N = P_{rr} = P_o - \frac{\varepsilon_w (\partial \psi / \partial r)^2}{8\pi r^2} \quad P_T = P_o + \frac{\varepsilon_w (\partial \psi / \partial r)^2}{8\pi r^2}
\]

Substituting eq 4.4 into eq 3.1 and integrating, we derive

\[
\Delta P_N = P_N(w) - P_N(R) = \frac{\varepsilon_w}{2\pi r} \int_0^w \left( \frac{\partial \psi / \partial r}{r} \right)^2 dr
\]

Equation 4.5 shows that \( \Delta P_N > 0 \), which means that the pressure in the bulk of the solution is greater than that at the surface of the charged particle. For a thin electric double layer, that is, for \( \kappa R \gg 1 \), one can prove that

\[
\Delta P_N \approx \frac{\varepsilon_w}{2\pi r} \int_0^w \left( \frac{\partial \psi / \partial r}{r} \right)^2 dr \approx \frac{16\varepsilon_w}{kT} \left[ \cosh \left( \frac{\psi_{pw}/2kT}{2kT} \right) - 1 \right]
\]

where \( \psi_{pw} \) is the electric potential at the particle–water boundary; as before, \( C \) is the bulk concentration of a 1:1 electrolyte; and, at the last step, eq 4.3 has been also employed (details in refs 6 and 37). The Gouy equation, connecting the surface charge, \( \sigma_{pw} \), and potential, \( \psi_{pw} \), for an electric double layer reads,

\[
\sigma_{pw} = \frac{4\varepsilon C}{k} \sinh \left( \frac{\psi_{pw}}{2kT} \right) \quad (\kappa R \gg 1)
\]

Finally, eliminating \( \psi_{pw} \) between eqs 4.6 and 4.7 and using the relationship \( F^{(w)} = \pi \sigma_{pw} \Delta P_N \), we obtain eqs 3.2 and 3.3.

### 5. Electric Force at the Particle–Oil Boundary

#### 5.1 Basic Equations

The electrostatic boundary conditions at the particle–water and nonpolar fluid–water interfaces can be expressed in the form

\[
\left\{ \begin{array}{l}
\frac{\partial \psi}{\partial n} = -\varepsilon_p \frac{\partial \psi}{\partial n} = 4\pi \sigma_{pw} \\
\varepsilon_n \frac{\partial \psi}{\partial n} = -\varepsilon_w \frac{\partial \psi}{\partial n} = 4\pi \sigma_{nw}
\end{array} \right.
\]

Here, we use the standard notation \( \partial / \partial n \) for the directional derivative along the normal to the respective surface; as before, the subscripts “p,” “w,” and “n” refer to “particle,” “water,” and “nonpolar fluid” (oil, air, etc.); \( \sigma_{pw} \) and \( \sigma_{nw} \) are the surface charge densities at the respective phase boundaries. For a thin electric double layer in water, \( \kappa R \gg 1 \).

---


The nonpolar fluid, $\text{nonpolar fluid}$, is predominant, and then, eq 5.1 reduces to

$$-\epsilon_w \frac{\partial \phi_w}{\partial n} = 4\pi \sigma_{pw} \quad -\epsilon_w \frac{\partial \phi_n}{\partial n} = 4\pi \sigma_{nw} \quad (\kappa R \gg 1) \quad (5.2)$$

In principle, eq 5.2 allows one to solve the Poisson–Boltzmann equation in the water phase and to determine the $\phi_{w}(r)$ value for given $\sigma_{pw}$ and $\sigma_{nw}$ values. Then, at a second step, the values of $\phi_{w}$ at the particle–water and nonpolar fluid–water interfaces can be computed and used as boundary conditions for the Poisson equation in the nonpolar fluid and inside the particle. The surface potentials can be calculated from the following equations:

$$\sinh\left(\frac{\phi_{pw}}{2}\right) = \frac{\kappa \sigma_{pw}}{4\epsilon_c} \quad \sinh\left(\frac{\phi_{nw}}{2}\right) = \frac{\kappa \sigma_{nw}}{4\epsilon_c} \quad (5.3)$$

In eq 5.3, and below, we use dimensionless electric potentials:

$$\Phi_w = \frac{e \phi_w}{kT} \quad \Phi_p = \frac{e \phi_p}{kT} \quad \Phi_n = \frac{e \phi_n}{kT} \quad (5.4)$$

For a thin electric double layer ($\kappa R \gg 1$), we have the following boundary conditions:

$$\Phi_p = \Phi_{pw} = \text{constant at } S_{pw} \quad \text{and} \quad \Phi_n = \Phi_{nw} = \text{constant at } S_{nw} \quad (5.5)$$

where the surfaces $S_{pw}$ and $S_{nw}$ represent the respective phase boundaries. At the particle–nonpolar fluid interface, we will use the boundary condition

$$\left(\frac{e \tilde{\phi}_p}{\epsilon_n} - \tilde{\Phi}_n\right) \cdot \mathbf{n} = \frac{4\pi e}{kT \epsilon_n} r_c \sigma_{pn} \quad (5.6)$$

where $\tilde{\Phi} = r_c \tilde{\phi}$ and $\mathbf{n}$ is the outer unit normal to the particle surface. The electric field in the nonaqueous phases (particle and oil) depends on three constant parameters, $\phi_{pw}$, $\phi_{nw}$, and $\sigma_{pn}$, which enter the boundary conditions 5.5 and 5.6. Because we are dealing with a linear boundary problem, its solution inside the particle, $\Phi_p$, and inside the nonpolar fluid, $\Phi_n$, can be represented as a superposition of two functions, $\Phi_p^0$ and $\Phi_n^0$, which satisfy the boundary conditions shown in parts a and b of Figures 6, respectively:

$$\Phi_p = \Phi_{nw} + (\Delta \Phi) \Phi_p^0 + \frac{4\pi e}{kT \epsilon_n} r_c \sigma_{pn} \Phi_p^0 \quad (5.7)$$

$$\Phi_n = \Phi_{nw} + (\Delta \Phi) \Phi_n^0 + \frac{4\pi e}{kT \epsilon_n} r_c \sigma_{pn} \Phi_n^0 \quad (5.8)$$

where $\Delta \Phi = \Phi_{pw} - \Phi_{nw}$. All the functions, $\Phi_p^0$, $\Phi_n^0$, $\Phi_p^0$, and $\Phi_n^0$, obey the Laplace equation, $\nabla^2 \Phi = 0$. The boundary conditions for the functions $\Phi_p^0$ and $\Phi_n^0$, which are illustrated in Figure 6a, are

$$\Phi_p^0 = 1 \text{ at } S_{wp} \quad \Phi_n^0 = 0 \text{ at } S_{nw} \quad (5.9)$$

$$\left(\frac{e \tilde{\phi}_p}{\epsilon_n} - \tilde{\Phi}_n^0\right) \cdot \mathbf{n} = 0 \quad \Phi_p^0 = \Phi_n^0 \text{ at } S_{pn} \quad (5.10)$$

The boundary conditions for $\Phi_p^0$ and $\Phi_n^0$, which are illustrated in Figure 6b, are

$$\Phi_p^0 = 0 \text{ at } S_{pw} \quad \Phi_n^0 = 0 \text{ at } S_{nw} \quad (5.11)$$

$$\left(\frac{e \tilde{\phi}_p}{\epsilon_n} - \tilde{\Phi}_n^0\right) \cdot \mathbf{n} = 1 \quad \Phi_p^0 = \Phi_n^0 \text{ at } S_{pn} \quad (5.12)$$

In view of eqs 4.1 and 5.4, the electric force $F^{(n)}$, acting on the particle from the nonpolar fluid, can be expressed in the form

$$F^{(n)} = -\left[\frac{\epsilon_n}{4\pi} (\Delta \Phi)^2 f_{\phi_p} + 2\kappa \sigma_{pn} (\Delta \Phi) f_{\phi_n} + \frac{4\pi \kappa}{\epsilon_n} r_c \sigma_{pn} \epsilon_n \right] \mathbf{e}_z \quad (5.13)$$

where $dS$ is a dimensionless surface element, scaled with $r_c$. Substituting eqs 5.7 and 5.8 into eq 5.13, we derive

$$F^{(n)} = -\left[\frac{\epsilon_n}{4\pi} (\Delta \Phi)^2 f_{\phi_p} + 2\kappa \sigma_{pn} (\Delta \Phi) f_{\phi_n} + \frac{4\pi \kappa}{\epsilon_n} r_c \sigma_{pn} \epsilon_n \right] \mathbf{e}_z \quad (5.14)$$

where $\Delta \Phi = (kT/e) \Delta \phi$; the dimensionless functions $f_{\phi_p}$, $f_{\phi_n}$, and $f_{\alpha}$ depend only on the central angle, $\alpha$, and on the ratio $r_c/r_p$. The latter three functions are defined as follows:

$$f_{\phi_p} = -e \int_{S_{pw}} \left[\tilde{\phi}_p \tilde{\phi}_p \tilde{\phi}_p - \frac{1}{2} (\tilde{\phi}_n^0)^2 \mathbf{U} \right] \cdot \mathbf{n} \, dS \quad (5.15)$$

$$f_{\phi_n} = -\frac{1}{2} e \int_{S_{pn}} \left[\tilde{\phi}_n \tilde{\phi}_n \tilde{\phi}_n + \tilde{\phi}_n \tilde{\phi}_n \tilde{\phi}_n - \mathbf{U} \right] \cdot \mathbf{n} \, dS \quad (5.16)$$

$$f_{\alpha} = -e \int_{S_{pn}} \left[\tilde{\phi}_n \tilde{\phi}_n \tilde{\phi}_n - \frac{1}{2} (\tilde{\phi}_n^0)^2 \mathbf{U} \right] \cdot \mathbf{n} \, dS \quad (5.17)$$

Because the electric potentials satisfy the Laplace equation, $\nabla^2 \Phi = 0$, in the nonpolar and particle phases, one can prove that $\nabla \cdot \mathbf{T} = 0$, where $\mathbf{T}$ is any of the tensors in the brackets in eqs 5.15–5.17. Then, with the help of the Gauss–Ostrogradsky theorem, we can represent eqs 5.15–5.17 as integrals over the water–nonpolar fluid interface, which in first approximation is considered to be flat:

$$f_{\phi_p} = \pi \int_0^1 \left(\frac{\partial \phi_p}{\partial z}\right)^2 \tilde{r} \, d\tilde{r} \quad f_{\phi_n} = \pi \int_0^1 \left(\frac{\partial \phi_n}{\partial z}\right)^2 \tilde{r} \, d\tilde{r} \quad f_{\alpha} = \pi \int_0^1 \left(\frac{\partial \alpha}{\partial z}\right)^2 \tilde{r} \, d\tilde{r} \quad (5.18)$$

We have introduced the dimensionless coordinates $\tilde{r} = r/r_c$ and $\tilde{z} = z/r_c$. Equation 5.18 indicates that the
To introduce the toroidal coordinates respective boundary conditions (Figure 6), it is convenient to solve numerically the above equations, along with the Laplace equation:

\[
\frac{\partial^2 \Phi_p}{\partial x_1^2} + \frac{\partial^2 \Phi_p}{\partial x_2^2} = 0 \quad \text{at} \quad x_2 = \pi + \alpha \quad (5.23)
\]

\[
\Phi_p = 1 \quad \text{at} \quad x_2 = \alpha \quad \Phi_0 = 0 \quad \text{at} \quad x_2 = 2\pi \quad (5.24)
\]

The boundary problem B, corresponding to Figure 6b, is to solve the Laplace equations for \(\Phi_p^\alpha\) and \(\Phi_0^\alpha\), along with the boundary conditions

\[
\frac{\partial \Phi_p^\alpha}{\partial x_1^2} + \frac{\partial \Phi_p^\alpha}{\partial x_2^2} = \frac{1 - x_1^2}{(x_1^2 + 1) - (x_1^2 - 1) \cos \alpha} \quad \text{at} \quad x_2 = \pi + \alpha \quad (5.25)
\]

\[
\Phi_p^\alpha = 0 \quad \text{at} \quad x_2 = \alpha \quad \Phi_0^\alpha = 0 \quad \text{at} \quad x_2 = 2\pi \quad (5.26)
\]

To obtain numerical solution of the problem, we divided the rectangular area \([0, 1] \times [\alpha, \pi + \alpha]\), corresponding to the interior of the spherical particle, on 101 \times 101 subdomains with steps \(\Delta x_1 = 0.01\) and \(\Delta x_2 = 0.01\). The domain \([0, 1] \times [\pi + \alpha, 2\pi]\), corresponding to the nonpolar phase, is also divided on 101 \times 101 subdomains with uniform steps \(\Delta x_1 = 0.01\) and \(\Delta x_2 = 0.01(\pi - \alpha)\). The respective derivatives in the Laplace operator, eq 5.22, are interpolated using second order difference schemes:

\[
\frac{\partial \Phi_{ij}}{\partial x_1} = \frac{\Phi_{i+1,j} - \Phi_{i-1,j}}{2\Delta x_1} \quad \text{and} \quad \frac{\partial \Phi_{ij}}{\partial x_2} = \frac{\Phi_{i,j+1} - \Phi_{i,j-1}}{2\Delta x_2}
\]

with precision \((\Delta x_1)^2\) and \((\Delta x_2)^2\) respectively.

For the first derivatives in the boundary conditions, the second order backward and forward interpolation formulas are used; that is,

\[
\frac{\partial \Phi_{ij}}{\partial x_1} = \frac{3\Phi_{i,j-1} - 4\Phi_{i,j-2} + \Phi_{i,j-3}}{2\Delta x_2} \quad \text{and} \quad \frac{\partial \Phi_{ij}}{\partial x_2} = \frac{-3\Phi_{i,j} + 4\Phi_{i,j+1} - \Phi_{i,j+2}}{2\Delta x_2}
\]

with precision \((\Delta x_2)^2\). As a result, each of the two boundary problems (A and B) is reduced to a linear system of 20 301 equations for the values of the functions in each numerical node. The matrix of the system is sparse. In our computer program, this matrix is solved exactly (no iterations or approximations) with the help of an upgraded version of the method for solving “band diagonal systems of equations”; see p 43 in ref 39.

The numerical solution gives the values of the functions \(\Phi_p^\alpha, \Phi_0^\alpha, \Phi_p^\alpha, \Phi_0^\alpha, \Phi_p^\alpha, \Phi_0^\alpha\). Further, the force coefficients in eq

\[
\]
5.14 are calculated by using a version of eq 5.18 in toroidal coordinates:

\[ f_{yy} = 4\pi \int_0^1 \left( \frac{\partial \Phi_\alpha}{\partial x_2} \right)^2 \frac{x_1}{(1 - x_1^2)^2} \, dx_3 \]

\[ f_{yy} = 4\pi \int_0^1 \left( \frac{\partial \Phi_\alpha}{\partial x_2} \right)^2 \frac{x_1}{(1 - x_1^2)^2} \, dx_1 \]  \hspace{1cm} (5.27)

\[ f_{nn} = 4\pi \int_0^1 \left( \frac{\partial \Phi_\alpha}{\partial x_2} \right)^2 \frac{x_1}{(1 - x_1^2)^2} \, dx_1 \]  \hspace{1cm} (5.28)

For the first derivatives in eqs 5.27 and 5.28, we again apply the second order backward interpolation formula (see above). The integrals are taken numerically, using the standard Simpson rule (five order precision), as given in ref 39, p 126. This scheme does not give an additional error because it is of higher order than the numerical scheme for solving the boundary problems A and B. In particular, from the computed \( f_{nn} \) value, we determine the function \( f \) in eqs 3.4 and 3.6: \( f = (\sin \alpha) f_{nn} / (1 - \cos \alpha) \).

5.3. Numerical Procedure for Calculations in the Case of \( k \epsilon R \ll 1 \). In this case, the procedure is similar to that described above (for \( k \epsilon R \gg 1 \)). The main difference is that now the boundary problem for the electric field in the water phase cannot be separated from those in the other two phases (particle and nonpolar fluid). As a result, in the water phase, we have additionally 101 \( \times \) 101 grid points, which increases the number of equations up to 30 401. The resulting linear system of equations can be solved exactly, by means of the same numerical method; see the text after eq 5.26.

6. Electric Force at the Water–Nonpolar Fluid Interface

6.1. Computation of the Meniscus Profile. The electric-field-induced pressure difference across the water–nonpolar fluid interface, \( p_{el} \), is determined by the respective Maxwell stress:

\[ p_{el} = p_{zz}^{(n)} = -\epsilon_0 \frac{\partial \Phi_\alpha}{\partial z} \approx -\frac{2\pi\sigma_{nn}^{(e)}}{\epsilon_n} \left( \frac{2x_1}{x_2^2 - 1} \right)^\frac{2}{3} \]  \hspace{1cm} (6.1)

Note that, in the two boundary problems (Figure 6), the potential along the water–nonpolar fluid interface is constant, and therefore, only the \( z \)-derivative appears in eq 6.1. As in eq 5.19, the main contribution to \( \Delta p_{el} \) is that originating from the nonzero surface charge, \( \sigma_{nn} \). For this reason, in eq 6.1, we keep only the leading term, proportional to \( \sigma_{nn}^{(e)} \). In view of Figure 7, the oil–water (air–water) interface is described by \( x_2 = 2\pi \) at varying \( x_1 \) values; in this case, \( r = 1x_1 \).

In toroidal coordinates, the Laplace equation of capillarity, eq 3.10, acquires the form

\[ \frac{1}{r_c^2} \frac{\partial}{\partial x_1} \left( x_1^4 \frac{\partial z}{\partial x_1} \right) + 3 \frac{\partial}{\partial x_1} \left( x_1^4 \frac{\partial z}{\partial x_1} \right) = p_{el} + (\rho_w - \rho_0) g (z - \zeta) \]  \hspace{1cm} (6.2)

where \( z = \zeta(x) \) is the deviation of the meniscus profile from planarity, the last term in eq 6.2 accounts for the gravitational hydrostatic pressure, \( \zeta \) is the meniscus level at infinity, \( g \) is the acceleration due to gravity, and \( \rho_w \) and \( \rho_0 \) are the mass densities of the respective phases. It turns out that, in the vicinity of the particle, the gravitational hydrostatic term in eq 6.2 is completely negligible and can be omitted. The theoretical curve in the inset in Figure 2 is computed by numerical solution of eq 6.2, at known \( p_{el} \) values, given by eq 6.1. In particular, eq 6.2 is represented as a system of two first order differential equations (for the function and its derivative), with known boundary conditions at the contact line. The latter system is solved numerically using the second order Runge–Kutta midpoint method given on p 704 in ref 39.

6.2. Analytical Expression for \( p_{el} \). The numerical solution of the boundary problem along with eq 6.1 allowed us to calculate \( p_{el}(r) \) curves for various parameter values. For all of them, the double logarithmic plots of \( p_{el} \) versus \( r \) represent parallel straight lines of slope \(-6 \) in the asymptotic case \( r \to \infty \). Consequently, \( p_{el} \propto 1/r^6 \) for \( r \to \infty \), as estimated in ref 8.

A useful relationship follows from the fact that at equilibrium the pressure tensor obeys the relationship \( \mathbf{\nabla} \cdot \mathbf{P} = 0 \). For the nonpolar fluid, one can write

\[ \int_{r_c}^{\infty} \mathbf{dV} \cdot \mathbf{P}^{(n)} = \int_{S_{pn}} \mathbf{dS} \cdot (\mathbf{n} - \mathbf{n}) \mathbf{P}^{(n)} + \int_{S_{nn}} \mathbf{dS} \cdot (\mathbf{e}_n \mathbf{P}^{(n)}) \]  \hspace{1cm} (6.3)

Consequently,

\[ -\mathbf{e}_n F^{(n)} = \int_{S_{pn}} \mathbf{dS} \cdot (\mathbf{n} - \mathbf{n}) \mathbf{P}^{(n)} = \int_{S_{nn}} \mathbf{dS} \cdot (\mathbf{e}_n \mathbf{P}^{(n)}) \]  \hspace{1cm} (6.4)

Likewise, for the water phase one can deduce

\[ -\mathbf{e}_n F^{(w)} = \int_{S_{pw}} \mathbf{dS} \cdot (\mathbf{n} - \mathbf{n}) \mathbf{P}^{(w)} = \int_{S_{ww}} \mathbf{dS} \cdot (\mathbf{e}_n \mathbf{P}^{(w)}) \]  \hspace{1cm} (6.5)

Summing up eqs 6.4 and 6.5, we obtain

\[ F^{(el)} = -2\pi \int_{r_c}^{\infty} \mathbf{dr} \mathbf{p}_{el}(r) \]  \hspace{1cm} (6.6)

where \( F^{(el)} = F^{(n)} + F^{(w)} \) and \( \mathbf{p}_{el} = \mathbf{e}_n \mathbf{P}^{(n)} - \mathbf{P}^{(w)} \cdot \mathbf{e}_n \).

Having in mind the asymptotic behavior of \( \mathbf{p}_{el}(r) \), we search this function in the form

\[ \mathbf{p}_{el}(r) = \frac{A_1}{(r - r_c)^{2 - \lambda}} \]  \hspace{1cm} (6.7)

where \( A_1 \) is a constant. Indeed, for \( r \to \infty \), eq 6.7 gives \( \mathbf{p}_{el} \propto 1/r^6 \). The unknown multiplier \( A_1 \) is determined by substituting eq 6.7 into eq 6.6. In this way, we get

\[ A_1 = -\frac{2\pi \int_{r_c}^{\infty} r^{4\lambda} \mathbf{p}_{el}(r) \, dr}{\pi} \]  \hspace{1cm} (6.8)

where \( \lambda = (3 + \mu)/(2 + \mu)(1 + \mu)(2 + \mu)/(2 + \mu)(2 + \mu)/24. Thus, as a result, we obtain eq 3.7. We have used the integral: \( \int_{r_c}^{\infty} r^{\mu - \eta} (r - r_c)^{\mu - 1} \, dr = r_c^{\mu - \eta} B(\eta - \mu, \mu) \) \( \eta > \mu > 0 \). (6.9)

(\( \text{in our case}, \eta = 4 + \mu \)). Here, \( B \) is the beta function; see, for example, refs 31, 41, and 42.


around glass particles (R = 200–300 μm), situated at an oil–water (or air–water) interface, is dominated by the electrodipping force, F\(_{\text{el}}\), rather than by gravity. The experimentally determined F\(_{\text{el}}\) value (see eq 2.5 and the tables) does not depend on the NaCl concentration in the water phase. F\(_{\text{el}}\) is greater for an oil–water interface than for an air–water interface.

Under our experimental conditions, F\(_{\text{el}}\) is due to charges at the particle–oil (instead of particle–water) boundary. In other words, the integral electric force at the particle–oil interface, F\(_{\text{el}}\), is much greater than the analogous force at the particle–water interface, F\(_{\text{el}}\).

Theoretical expressions for F\(_{\text{el}}\) and F\(_{\text{w}}\) are derived (eqs 3.2 and 3.4), which indicates that each of these forces pushes the particle into water. From the experimentally determined F\(_{\text{el}}\) value, which is practically equal to F\(_{\text{el}}\), we calculated the surface charge density at the particle–oil (particle–air) interface, \(\sigma_{\text{pn}}\); see Tables 1 and 2. The obtained values of \(\sigma_{\text{pn}}\) are constant (independent of the specific experiment) and are close to the values of \(\sigma_{\text{pn}}\) independently determined for a similar system.\(^{24}\) On the other hand, irrespective of the much higher charge density at the particle–water interface, \(\sigma_{\text{pn}}\), the electric force exerted on the latter boundary is much smaller, F\(_{\text{el}}\) < F\(_{\text{el}}\); see section 3.1. However, F\(_{\text{el}}\) can be important for smaller particles (50 nm < R < 1 μm); see section 3.7 and Figure 5.

The electrostatic boundary problem is reduced to an appropriate set of differential equations in toroidal coordinates, which is solved numerically. This approach makes it possible to compute exactly the electric forces acting on the particle–oil and particle–water interfaces; see sections 5 and 6.

Analytical expression for the electric pressure difference across the oil–water (air–water) interface, \(p_{\text{el}}\), is obtained, eq 3.7, and tested against the exact numerical solution (Figure 8). Knowing \(p_{\text{el}}\), we computed the shape of the liquid meniscus, \(\zeta(r)\), using the experimental \(\sigma_{\text{pn}}\) value, determined from F\(_{\text{el}}\). The experimental and computed profiles of \(\zeta(r)\) are in excellent agreement (inset in Figure 2), without using any adjustable parameters. In particular, both the experimental and the calculated meniscus profile exhibit a logarithmic dependence, \(\zeta(r) \propto \ln(r)\), at long distances from the particle. This result is in conformity with the explanation of the long-range interparticle attraction given by Nikolaides et al.\(^6\) Deviation from the latter dependence is observed at short distances from the particle surface because of the effect of \(p_{\text{el}}\); see eqs 3.14 and 3.15. Such an effect was discussed in refs 8 and 13. This effect leads to a short-range capillary attraction between two particles (eqs 3.16 and 3.17).

The above conclusions are valid not only for a large fluid interface, which is horizontal thanks to the action of gravity, but also for a spherical emulsion drop, whose shape is unaffected by gravity; see section 3.6. Expressions for the energy of capillary interaction between two particles are derived in the framework of the superposition approximation; see eq 3.17.

The electrodipping force, and the related long-range capillary attraction, can produce two-dimensional aggregation and self-assembly of colloid particles. These phenomena could be rather universal; they could appear for particles, whose characteristic size can be from dozens of nanometers to millimeters. The investigated effects could have important implications for colloid science and the development of new materials.\(^7,\,15–20\)
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where \( \theta = 114.9^\circ \); the corresponding value of \( \epsilon^0/\epsilon_n \) is 0.690. The curves in the figure can be reproduced using eq A2 and Table 5.

The values of \( \mu \) are obtained from fits of numerical data, like those in Figure 8, by means of eq 3.7. The parameter \( \mu \) accounts for the electrostatic interactions in the very narrow vicinity of the contact line. Therefore, \( \mu \) is sensitive to the angle \( \theta \) subtended by the interfaces at the contact line. For this reason, to compute the basic numerical data (like the points in Figure 8), we ran the computer program by formally setting \( \alpha = \theta \) in the boundary conditions; see Figure 7. The obtained \( \mu(\theta) \) curves are shown in Figure 9. These curves can be excellently fitted (correlation coefficient better than 0.9999) by means of the following regression:

\[
\mu = c_0 + c_1 \cos \theta + c_2 \cos^2 \theta + c_3 \cos^3 \theta \quad (A2)
\]

The computed coefficients \( c_0, \ldots, c_3 \) are listed in Table 5. Equation A2, along with the coefficients in Table 5, is applicable for the calculation of \( \mu(\theta, \epsilon^0/\epsilon_n) \) for all values of \( \theta \) and \( \epsilon^0/\epsilon_n \), for which \( 0 < \mu < 1 \). We found that, for all other values of \( \theta \) and \( \epsilon^0/\epsilon_n \), for which the fit gives either \( \mu \leq 0 \) or \( \mu > 1 \), eq 3.7 does not describe well the exact computed \( p_n(r) \) curves. Consequently, as seen in Figure 9, eqs 3.7 and A2 can be used for \( 50^\circ < \theta < 130^\circ \), where \( 0 < \mu < 1 \). Fortunately, the latter interval of \( \theta \) values covers the practically important range of particle contact angles, which provide the formation of stable Pickering emulsions.\(^{14}\)